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#### Abstract

We treat a concave programming problem with a compact convex feasible set. Assuming the differentiability of the convex functions which define the feasible set, we propose two solution methods. Those methods utilize the convexity of the feasible set and the property of the normal cone to the feasible set at each point over the boundary. Based on the proposed two methods, we propose a solution algorithm. This algorithm takes advantages over classical methods: (1) the obtained approximate solution is always feasible, (2) the error of such approximate value can be evaluated properly for the optimal value of such problem, (3) the algorithm does not have any redundant iterations.
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## 1. Introduction

In optimization theory, while theoretical researchers are interested in the existence of optimal solutions of the problems, and engineering researchers are interested in the solution method. In general, it is difficult to obtain optimal solutions directly. Hence, both of them attempt to design an iterative method to solve the problem, but, unfortunately, the procedure does not always terminate within finite iterations. Therefore, they may compromise their aim to get one of approximate solutions to the problems. Outer approximation methods were contrived to obtain such an approximate solution for global optimization problems. The first approach was the cutting plane method and it was developed in order to solve convex programming problems (see Cheney and Goldstein [2]; Kelley [8]). Another approach called the supporting hyperplane method was proposed by Veinott [13].

The purpose of the paper is to get over three incomplete points which we encounter on implementation of a classical outer approximation algorithm for a concave programming problem. First, an approximate solution obtained by the algorithm is not always feasible. Secondly, we cannot evaluate the error of the
obtained solution by the algorithm from the optimal value of the problem. Lastly, the algorithm may have redundant iterations. We denote these incomplete points I, II and III, respectively.

The organization of the paper is as follows: In Section 2, in order to find an optimal solution to minimize a quasi-concave function over a compact convex set defined by differentiable convex functions under the slater condition, we formulate outer approximation algorithms based on two procedures: one is the cutting plane method, the other is the supporting hyperplane method. In Section 3, we explain three incomplete points of the classical algorithms. In Section 4, we get over the incomplete points I-III by improving each algorithm. For the incomplete points I and II, we improve the algorithms by using convexity of functions defining the feasible set. For the incomplete point III, we improve the algorithm based on the supporting hyperplane method by using a property of the normal cone to the feasible set at each points over the boundary. Finally, we combine such improvement to propose one algorithm which gets over the incomplete points I, II and III, simultaneously.

Throughout the paper, we use the followings: int $D$, bd $D$ and co $D$ denote the interior set of $D \subset R^{n}$, the boundary set of $D$ and the convex hull of $D$, respectively. Let for $\left.a, b \in R^{n},\right] a, b\left[=\left\{x \in R^{n}: x=a+\delta(b-a), 0<\right.\right.$ $\delta<1\}$. Given a convex polyhedral set (or polytope) $D \subset R^{n}, V(D)$ denotes the set of all vertices of $D$. Given a closed set $D \subset R^{n}, E(D)$ denotes the set of all extreme points. Given a nonempty set $D \subset R^{n}, D^{*}$ denotes the nonpositive polar cone of $D$. Given a nonempty closed set $D \subset R^{n}, T_{D}(y)$ and $N_{D}(y)$ denote the tangent cone to $D$ at $y \in D$ and the normal cone to $D$ at $y \in D$, respectively. Given a convex function $f: R^{n} \rightarrow R, \partial f(x)$ denotes the subdifferential of $f$ at $x$. Given a differentiable function $f: R^{n} \rightarrow R, \nabla f(x)$ denotes the gradient of $f$ at $x \in R^{n}$. For a function $f: R^{n} \rightarrow R$ and a nonempty set $D \subset R^{n}$, $\min f(D)$ and $\arg \min f(D)$ denote the minimum value of $f$ over $D$ and the set of all solutions minimizing $f$ over $D$, respectively. The terminology and above definitions in convex analysis can be referred to in [1] and [11].

## 2. Outer approximation algorithm for the quasi-concave programming problem

Let us consider a quasi-concave programming problem defined as follows:
$(P) \begin{cases}\text { Minimize } & f(x) \\ \text { subject to } & g_{i}(x) \leq 0, \quad i=1, \ldots, m,\end{cases}$
where $f: R^{n} \rightarrow R$ is a continuous quasi concave function and $g_{i}: R^{n} \rightarrow R$, $i=1, \ldots, m$, are differentiable convex functions. We assume that the feasible set

$$
D:=\left\{x \in R^{n}: g_{i}(x) \leq 0, i=1, \ldots, m\right\}
$$

is compact, and that

$$
\text { int } D=\left\{x \in R^{n}: \max _{i=1, \ldots, m} g_{i}(x)<0\right\} \neq \emptyset
$$

Let $g(x):=\max _{i=1, \ldots, m} g_{i}(x)$, then $D=\left\{x \in R^{n}: g(x) \leq 0\right\}$ and $g: R^{n} \rightarrow R$ is a convex function. The minimum of problem $(P)$ is always attained in at least one extreme point of $D$ (Thieu et al. [12]). Therefore, $\min f(D)=\min f(E(D))$ and $(\arg \min f(D)) \cap E(D) \neq \emptyset$. If the feasible set $D$ is a polytope, $(\arg \min f(D)) \cap$ $V(D) \neq \emptyset$.

To find a minimum solution of problem $(P)$ whose feasible set $D$ is not a polytope, we now formulate the outer approximation algorithm:

## ALGORITHM OAM

Step 0 . Generate a polytope $S_{1}$ such that $S_{1} \supset D$. Set $k \leftarrow 1$.
Step $k$. (i) Choose $v^{k} \in V\left(S_{k}\right)$ such that $v^{k}$ solves the following relaxed problem $\left(Q_{k}\right)$ :
$\left(Q_{k}\right)\left\{\begin{array}{l}\text { Minimize } f(x) \\ \text { subject to } x \in S_{k} .\end{array}\right.$
(ii) If $v^{k} \in D$, then stop; $v^{k}$ solves problem ( $P$ ).
(iii) Otherwise, construct an affine function $h_{k}: R^{n} \rightarrow R$ satisfying that

$$
\begin{equation*}
h_{k}\left(v^{k}\right)>0 \tag{1}
\end{equation*}
$$

and that

$$
\begin{equation*}
h_{k}(x) \leq 0 \quad \text { for all } x \in D \tag{2}
\end{equation*}
$$

and set

$$
\begin{equation*}
S_{k+1}:=S_{k} \cap\left\{x \in R^{n}: h_{k}(x) \leq 0\right\} \tag{3}
\end{equation*}
$$

(iv) Set $k \leftarrow k+1$ and go to step $k$.

Assume that the algorithm OAM generates a sequence $\left\{v^{k}\right\}$ such that $v^{k} \in V\left(S_{k}\right)$ is a solution for problem $\left(Q_{k}\right)$. Then for any $v^{p}, v^{q} \in\left\{v^{k}\right\}, p<q$, we have

$$
\begin{equation*}
f\left(v^{p}\right) \leq f\left(v^{q}\right) \tag{4}
\end{equation*}
$$

If the algorithm OAM terminates with $k_{0}$ iterations $\left(k_{0}>0\right), v^{k_{0}}$ solves problem $(P)$.

THEOREM 2.1. (See [12].) If the algorithm OAM generates an infinite sequence $\left\{v^{k}\right\}_{k=1}^{\infty}$, then every accumulation point of $\left\{v^{k}\right\}_{k=1}^{\infty}$ belongs to $D$ and it solves problem ( $P$ ).

COROLLARY 2.1. If we replace stopping criterion (SC1) by the following one: If $g\left(v^{k}\right) \leq \varepsilon$ for a given $\varepsilon>0$, then stop $\mathbf{( S C 2 ) ; ~} v^{k}$ is an approximate solution of $(P)$, then the algorithm OAM terminates within finite iterations for problem $(P)$.

REMARK 2.1. Let $\left\{v^{k}\right\}_{k=1}^{\infty}$ be generated by the algorithm OAM and let $\bar{v}$ be an accumulation point of $\left\{v^{k}\right\}_{k=1}^{\infty}$, then by condition (4), we have

$$
f\left(v^{1}\right) \leq f\left(v^{2}\right) \leq \cdots \leq f\left(v^{k}\right) \leq \cdots \leq f(\bar{v}) \text { and } f\left(v^{k}\right) \rightarrow f(\bar{v}) \text { as } k \rightarrow \infty
$$

As for ways of constructing an affine function, we have the following two kinds of procedures. One is based on the cutting plane method, the other is based on the supporting hyperplane method. At first, we consider the former procedure. In the case that $v^{k} \notin D$ at step $k$ in the algorithm OAM, we can construct an affine function $h_{k}: R^{n} \rightarrow R$ by

$$
\begin{equation*}
h_{k}(x):=\left\langle\nabla g_{i_{k}}\left(v^{k}\right), x-v^{k}\right\rangle+g\left(v^{k}\right) \tag{5}
\end{equation*}
$$

where $i_{k} \in L\left(v^{k}\right):=\left\{i: g_{i}\left(v^{k}\right)=g\left(v^{k}\right), i=1, \ldots, m\right\}$. Since $g\left(v^{k}\right)>0$, $\left\langle\nabla g_{i}\left(v^{k}\right), v^{k}-v^{k}\right\rangle+g\left(v^{k}\right)=g\left(v^{k}\right)>0$ for any $i \in L\left(y^{k}\right)$. Moreover, since that $\nabla g_{i}\left(v^{k}\right) \in \partial g\left(v^{k}\right)$ for any $i \in L\left(y^{k}\right)$, and that $g(x) \leq 0$ for any $x \in D$, $\left\langle\nabla g_{i}\left(v^{k}\right), x-v^{k}\right\rangle+g\left(v^{k}\right)=g(x) \leq 0$ for any $x \in D$. Therefore, the way of choosing from elements in $L\left(y^{k}\right)$ is not restrained.

Next, we consider the other procedure, i.e., the supporting hyperplane method. In order to implement the procedure for problem $(P)$, we add the process to choose $\hat{x} \in \operatorname{int} D$ on step 0 of the procedure. Since int $D=\left\{x \in R^{n}: g(x)<0\right\} \neq \emptyset$, we can choose $\hat{x} \in$ int $D$. At step $k$ of the algorithm, if $v^{k} \notin D$, then we can construct an affine function $h_{k}: R^{n} \rightarrow R$ by

$$
\begin{equation*}
h_{k}(x):=\left\langle\nabla g_{i_{k}}\left(y^{k}\right), x-y^{k}\right\rangle \tag{6}
\end{equation*}
$$

where $i_{k} \in L\left(y^{k}\right)$ and $y^{k} \in \operatorname{bd} D$ such that $\left.y^{k} \in\right] v^{k}, \hat{x}\left[\right.$. Indeed, since $\left\{x \in R^{n}\right.$ : $\left.h_{k}(x)=0\right\}$ is a supporting hyperplane of $D$ at $y^{k} \in \operatorname{bd} D$, the affine function $h_{k}: R^{n} \rightarrow R$ defined by condition (6) satisfies that $h_{k}\left(v^{k}\right)>0$ and that $h_{k}(x) \leq 0$ for any $x \in D$.

As previously indicated, $S_{k+1}$ is defined by constraints from condition (3). A constraint $h_{j_{0}}(x) \leq 0\left(j_{0} \in\{1, \ldots, k\}\right)$ is said to be redundant for $S_{k+1}$ if the removal of it does not change set $S_{k+1}$, i.e.,

$$
\begin{aligned}
S_{k+1} & =S_{1} \cap\left\{x \in R^{n}: h_{j}(x) \leq 0, j=1, \ldots, k\right\} \\
& =S_{1} \cap\left\{x \in R^{n}: h_{j}(x) \leq 0, j=1, \ldots, k \text { and } j \neq j_{0}\right\}
\end{aligned}
$$

A non redundant constraint for $S_{k+1}$ is called essential for $S_{k+1}$.

## 3. Confronting incomplete points

When we use the algorithm OAM replacing stopping criterion (SC1) by (SC2) for problem $(P)$, we are confronted by the following incomplete points:
I. An approximate solution given by the algorithm is not always contained in the feasible set $D$ of problem ( $P$ ).


Figure 1. Stopping criterion (SC2); $D_{\varepsilon}:=\left\{x \in R^{n}: g(x)<\varepsilon\right\}(\varepsilon>0)$.
II. We cannot evaluate the error of the solution obtained by the algorithm for the optimal value of problem $(P)$.
III. At step $k_{0}$ of the algorithm, a constructed affine function $h_{k_{0}}$ may be redundant to the feasible set $S_{k}$ of the relaxed problem $\left(Q_{k}\right)$ for all $k>k_{0}+1$ (the constraint $h_{k_{0}}(x) \leq 0$ is essential for $S_{k_{0}+1}$, because $S_{k_{0}+1}=S_{k_{0}} \cap\left\{x \in R^{n}\right.$ : $\left.h_{k_{0}}(x) \leq 0\right\}$ and $v^{k_{0}} \in S_{k_{0}} \backslash S_{k_{0}+1}$ where $v^{k_{0}}$ solves the relaxed problem $\left.\left(Q_{k_{0}}\right)\right)$.

Let us see the the inconvenience caused by each incomplete point.
First, we consider the incomplete point I. When we solve problem $(P)$ by an outer approximation method, our purpose is to get an optimal solution of the problem. However, it often occurs that we do not get an optimal solution of problem ( $P$ ) within finite iterations. In order to terminate the procedures within finite iterations, we may compromise our aim by getting an approximate solution for problem ( $P$ ). Since such an approximate solution is possibly infeasible, there are some cases where we cannot be satisfied with the solution.

The reason why the incomplete point II occurs is as follows. Assume that $v^{k}$ is an approximate solution obtained by the algorithm OAM with stopping criterion (SC2) and that $f_{\text {opt }}$ denotes the optimal value. Since $v^{k}$ is an approximate solution minimizes $f$ over $S_{k} \supset D$, it can be assumed that $f_{\text {opt }}-f\left(v^{k}\right)>0$. From the approximation viewpoint, we should determine a specific $\delta>0$ such that $f_{\text {opt }}-f\left(v^{k}\right)<\delta$, but we cannot find such a scalar $\delta$ by the algorithm. Because the perturbation set $D_{\varepsilon}$ in Figure 1 depends on a restriction function $g$ as well as a given tolerance $\varepsilon>0$, and hence the minimum value of $f$ over $D_{\varepsilon}$, say $f_{\varepsilon-\mathrm{opt}}$ in Figure 1 , is not so close to the optimal value $f_{\text {opt }}$ even if $\varepsilon$ is sufficiently small.

Finally, we see the incomplete point III.
At step $k_{0}$ in the algorithm OAM based on the supporting hyperplane method, we assume that $v^{k_{0}}$ is an optimal solution for the relaxed problem $\left(Q_{k_{0}}\right)$. We consider two cases in construction of an affine function $h_{k_{0}}: R^{n} \rightarrow R$ separating the point $v^{k_{0}}$ from the feasible set $D$. The cases A and B are depicted at the left hand in Figures 2 and 3, respectively. The affine function $h_{k_{0}}$ in case A may come to be


Figure 2. At step $r\left(r>k_{0}+1\right), h_{k_{0}}(x) \leq 0$ is a redundant condition for $S_{r}$.


Figure 3. At any step $r\left(r>k_{0}+1\right), h_{k_{0}}(x) \leq 0$ is an essential condition for $S_{r}$.
redundant in the relaxed problem at some steps after step $k_{0}$ as shown at the right hand in Figure 2. Furthermore, if $h_{k_{0}}(x) \leq 0$ is redundant for $S_{r}\left(r>k_{0}+1\right)$, then it is not so easy to find $V\left(S_{r}\right)$. To overcome this difficulty, the method of eliminating redundant constraints has been suggested by Horst and Tuy [6], and Thieu et al. [12]. On the other hand, the affine function $h_{k_{0}}$ in case B is always essential for composing feasible sets of each relaxed problem after step $k_{0}$ as shown at the right hand in Figure 3. At each step $k$ in the algorithm, we should construct an essential affine function $h_{k}: R^{n} \rightarrow R$ for composing feasible sets of each relaxed problem after step $k$.

## 4. Improvement of the algorithm

### 4.1. IMPROVEMENT OF THE ALGORITHM OAM FOR GETTING OVER THE INCOMPLETE POINTS I AND II

In order to getting over the incomplete points I and II, we improve the algorithm OAM by replacing the stopping criterion (SC1) by another stopping criterion. We distinguish the following two cases:

Case 1: An infinite sequence is generated by the algorithm for problem $(P)$.
Case 2: A finite sequence is generated by the algorithm for problem $(P)$.


Figure 4. $\left\{y^{k}\right\}_{k=1}^{\infty}$ determined by (7) for $\left\{v^{k}\right\}_{k=1}^{\infty}$.

We do not need to think over such an improvement of the algorithm in Case 2. Because an improvement for Case 1 implies that for Case 2 at the same time.

### 4.1.1. On the cutting plane method

We improve the algorithm OAM based on the cutting plane method in Case 1. Denote by $\left\{v^{k}\right\}_{k=1}^{\infty}$ an infinite sequence generated by the algorithm for problem $(P)$. Assume that $\bar{v}$ is an accumulation point of $\left\{v^{k}\right\}_{k=1}^{\infty}$. Then, from Theorem 2.1, we remember that $\bar{v}$ is contained in the feasible set $D$ of problem $(P)$ and that $\bar{v}$ is an optimal solution for problem $(P)$, i.e., $f(\bar{v})$ is the optimal value for problem $(P)$. Since int $D \neq \emptyset$, we can choose $\hat{x} \in$ int $D$. Clearly, $g(\hat{x})<0$. Let for all $k \in\{1,2, \ldots\}$,

$$
\begin{equation*}
y^{k}:=\left(1-\lambda_{k}\right) v^{k}+\lambda_{k} \hat{x} \tag{7}
\end{equation*}
$$

where $\lambda_{k}:=g\left(v^{k}\right) / g\left(v^{k}\right)-g(\hat{x})$, then it follows from the following theorem that $\left\{y^{k}\right\}_{k=1}^{\infty}$ belongs to $D$ and that $\left\{y^{k}\right\}_{k=1}^{\infty}$ has a subsequence $\left\{y^{k_{q}}\right\}_{q=1}^{\infty}$ such that $y^{k_{q}} \rightarrow$ $\bar{v}$ as $q \rightarrow \infty$.

THEOREM 4.1. Assume that an infinite sequence $\left\{v^{k}\right\}_{k=1}^{\infty}$ is generated by the algorithm OAM based on the cutting plane method for problem $(P)$ and that $\bar{v}$ is an accumulation point of $\left\{v^{k}\right\}_{k=1}^{\infty}$, then the infinite sequence $\left\{y^{k}\right\}_{k=1}^{\infty}$ defined by condition (7) for $\left\{v^{k}\right\}_{k=1}^{\infty}$ satisfies the following conditions:
(i) $\left\{y^{k}\right\}_{k=1}^{\infty} \subset D$ and
(ii) there is a subsequence $\left\{y^{k_{q}}\right\}_{q=1}^{\infty} \subset\left\{y^{k}\right\}_{k=1}^{\infty}$ such that $y^{k_{q}} \rightarrow \bar{v}$ as $q \rightarrow \infty$.

Proof. At first, we prove the statement (i). Let $\lambda_{k}=g\left(v^{k}\right) / g\left(v^{k}\right)-g(\hat{x})$ for each $k \in\{1,2, \ldots\}$. Since $g\left(v^{k}\right)>0$ for all $k \in\{1,2, \ldots\}$ and $g(\hat{x})<0$, we have $g\left(v^{k}\right)-g(\hat{x})>0$ for all $k \in\{1,2, \ldots\}$. Therefore, $0<\lambda_{k}<1$ for all $k \in$
$\{1,2, \ldots\}$. Moreover, since $g$ is a convex function, $g\left(y^{k}\right)=g\left(\left(1-\lambda_{k}\right) v^{k}+\lambda_{k} \hat{x}\right) \leq$ $\left(1-\lambda_{k}\right) g\left(v^{k}\right)+\lambda_{k} g(\hat{x})=0$ for all $k \in\{1,2, \ldots\}$. Consequently, $\left\{y^{k}\right\}_{k=1}^{\infty} \subset D$.

Next, we prove the statement (ii). Since $\bar{v}$ is an accumulation point of $\left\{v^{k}\right\}_{k=1}^{\infty}$, there is a subsequence $\left\{v^{k_{q}}\right\}_{q=1}^{\infty}$ such that $v^{k_{q}} \rightarrow \bar{v}$ as $q \rightarrow \infty$. Moreover, since $g$ is continuous, $g\left(v^{k_{q}}\right) \rightarrow g(\bar{v})=0$ as $q \rightarrow \infty$. Therefore, $\lambda_{k_{q}} \rightarrow 0$ as $q \rightarrow \infty$. Consequently, $y^{k_{q}}=\left(1-\lambda_{k_{q}}\right) v^{k_{q}}+\lambda_{k_{q}} \hat{x} \rightarrow \bar{v}$ as $q \rightarrow \infty$.

For the sequence $\left\{y^{k}\right\}_{k=1}^{\infty}$ in Theorem 4.1, we set $M_{k}:=\min \left\{f\left(y^{i}\right): i=\right.$ $1,2, \ldots, k\}$ for all $k \in\{1,2, \ldots\}$. By Theorem 4.1 and the continuity of $f$, we can verify that

$$
\begin{equation*}
M_{1} \geq M_{2} \geq \cdots \geq M_{k} \geq \cdots \geq f(\bar{v}) \quad \text { and } \quad M_{k} \rightarrow f(\bar{v}) \text { as } k \rightarrow \infty \tag{8}
\end{equation*}
$$

According to condition (8) and Remark 2.1,

$$
\begin{equation*}
\forall \varepsilon>0, \quad \exists k_{0} \in\{1,2, \ldots\} \quad \text { such that } \quad M_{k_{0}}-f\left(v^{k_{0}}\right)<\varepsilon \tag{9}
\end{equation*}
$$

Then, we consider the following stopping criterion:
If $M_{k}-f\left(v^{k}\right)<\varepsilon$ for a given $\varepsilon>0$, then stop: $\hat{y} \in \arg \min \left\{f\left(y^{i}\right): i=\right.$
$1,2, \ldots, k\}$ is an approximate solution of problem $(P) \quad$ (NSC).
By condition (9), the algorithm with (NSC) terminates after finite iterations. Assume that the algorithm terminates at step $s$, that is, $M_{s}-f\left(v^{s}\right)<\varepsilon$ for a given $\varepsilon>0$. Then, we have an approximate solution $\hat{y}$ for problem $(P)$ by the algorithm with (NSC), it satisfies the following:

$$
f(\hat{y})-f(\bar{v}) \leq f(\hat{y})-f\left(v^{s}\right)<\varepsilon \quad \text { and } \quad \hat{y} \in D
$$

Consequently, we get over the incomplete points I and II by improving the algorithm OAM based on the cutting plane method by replacing the stopping criterion (SC1) by (NSC).

### 4.1.2. On the supporting hyperplane method

In this section, we improve the algorithm OAM based on the supporting hyperplane method in Case 1. Denote by $\left\{v^{k}\right\}_{k=1}^{\infty}$ an infinite sequence generated by the algorithm for problem $(P)$. Then, we remember that the infinite sequence $\left\{y^{k}\right\}_{k=1}^{\infty} \subset D$ satisfying $\left.y^{k} \in\right] v^{k}, \hat{x}[\cap \mathrm{bd} D(k=1,2, \ldots)$ are generated by the algorithm for $\left\{v^{k}\right\}_{k=1}^{\infty}$ (see condition (6)). Assume that $\bar{v}$ is an accumulation point of $\left\{v^{k}\right\}_{k=1}^{\infty}$. Then, it follows from the following theorem that $\left\{y^{k}\right\}_{k=1}^{\infty}$ has a subsequence $\left\{y^{k_{q}}\right\}_{q=1}^{\infty}$ such that $y^{k_{q}} \rightarrow \bar{v}$ as $q \rightarrow \infty$.
THEOREM 4.2. Assume that $\hat{x}$ is an interior point of the feasible set $D$ of problem $(P)$ and that infinite sequences $\left\{v^{k}\right\}_{k=1}^{\infty}$ and $\left\{y^{k}\right\}_{k=1}^{\infty}$ are generated based on the supporting hyperplane method for the problem where $v^{k}$ is an optimal solution of the relaxed problem $\left(Q_{k}\right)$ for all $k \in\{1,2, \ldots\}$ and $\left.y^{k} \in\right] v^{k}, \hat{x}[$ for all $k \in\{1,2, \ldots\}$. Let $\bar{v}$ be an accumulation point of $\left\{v^{k}\right\}_{k=1}^{\infty}$. Then $\left\{y^{k}\right\}_{k=1}^{\infty}$ has a subsequence $\left\{y^{k_{q}}\right\}_{q=1}^{\infty} \subset\left\{y^{k}\right\}_{k=1}^{\infty}$ such that $y^{k_{q}} \rightarrow \bar{v}$ as $q \rightarrow \infty$.


Figure 5. $\left\{y^{k}\right\}_{k=1}^{\infty}$ generated by the algorithm OAM based on the supporting hyperplane method for problem ( $P$ ).

Proof. Since $\bar{v}$ is an accumulation point of $\left\{v^{k}\right\}_{k=1}^{\infty},\left\{v^{k}\right\}_{k=1}^{\infty}$ has a subsequence $\left\{v^{k_{q}}\right\}_{q=1}^{\infty}$ such that $v^{k_{q}} \rightarrow \bar{v}$ as $q \rightarrow \infty$. Let $\mu_{k_{q}}:=g\left(v^{k_{q}}\right) / g\left(v^{k_{q}}\right)-g(\hat{x})$ for all $q \in\{1,2, \ldots\}$. Since $g\left(v^{k_{q}}\right)>0$ for all $q \in\{1,2, \ldots\}$ and $g(\hat{x})<0$, we have $0<\mu_{k_{q}}<1$ for all $q \in\{1,2, \ldots\}$. Moreover, since $g\left(v^{k_{q}}\right) \rightarrow g(\bar{v})=0$ as $q \rightarrow \infty$, we get that $\mu_{k_{q}} \rightarrow 0$ as $q \rightarrow \infty$.

For $\left\{v^{k_{q}}\right\}_{q=1}^{\infty}$, we remember that a subsequence $\left\{y^{k_{q}}\right\}_{q=1}^{\infty} \subset\left\{y^{k}\right\}_{k=1}^{\infty}$ satisfying $\left.y^{k_{q}} \in\right] v^{k_{q}}, \hat{x}[\cap \mathrm{bd} D$ for all $q \in\{1,2, \ldots\}$ is generated by the algorithm (see condition (6)). Therefore, there are $\left.\lambda_{k_{q}} \in\right] 0,1\left[\right.$, for $q=1,2, \ldots$, such that $y^{k_{q}}=$ $\left(1-\lambda_{k_{q}}\right) v^{k_{q}}+\lambda_{k_{q}} \hat{x}$. Since $g\left(y^{k_{q}}\right)=0$ for all $q \in\{1,2, \ldots\}$ and $g$ is convex, we have

$$
\begin{aligned}
0 & =g\left(y^{k_{q}}\right)=g\left(\left(1-\lambda_{k_{q}}\right) v^{k_{q}}+\lambda_{k_{q}} \hat{x}\right) \\
& \leq\left(1-\lambda_{k_{q}}\right) g\left(v^{k_{q}}\right)+\lambda_{k_{q}} g(\hat{x}) \\
& =\left(1-\mu_{k_{q}}\right) g\left(v^{k_{q}}\right)+\mu_{k_{q}} g(\hat{x})+\left(\mu_{k_{q}}-\lambda_{k_{q}}\right)\left(g\left(v^{k_{q}}\right)-g(\hat{x})\right)
\end{aligned}
$$

for all $q \in\{1,2, \ldots\}$. Moreover, since $\left(1-\mu_{k_{q}}\right) g\left(v^{k_{q}}\right)+\mu_{k_{q}} g(\hat{x})=0$ for all $q \in\{1,2, \ldots\}$, we get $0 \leq\left(\mu_{k_{q}}-\lambda_{k_{q}}\right)\left(g\left(v^{k_{q}}\right)-g(\hat{x})\right)$ for all $q \in\{1,2, \ldots\}$. Since $g\left(v^{k_{q}}\right)-g(\hat{x})>0$ for all $q \in\{1,2, \ldots\}$, we get that $\lambda_{k_{q}} \leq \mu_{k_{q}}$ for all $q \in\{1,2, \ldots\}$.

Consequently, we get that $\lambda_{k_{q}} \rightarrow 0$ as $q \rightarrow \infty$. Thus, by (6), $y^{k_{q}} \rightarrow \bar{v}$ as $q \rightarrow \infty$. This completes the proof.

From the result of Theorem 4.2, we get over the incomplete points I, II by improving the algorithm by using the stopping criterion (NSC).


Figure 6. $N_{D}\left(y^{k}\right)$ is the normal cone to $D$ at $y^{k}$.

### 4.2. IMPROVEMENT OF THE ALGORITHM OAM FOR GETTING OVER THE INCOMPLETE POINT III

The algorithm OAM based on the supporting hyperplane method for problem ( $P$ ) does not have the incomplete point III, if the restriction of the feasible set is a strict convex function (Horst and Tuy [6]). In this section, for problem ( $P$ ) whose feasible set $D$ is defined by a not-strict restriction, we improve the algorithm OAM for getting over the incomplete point III. We suggest another way of constructing an affine function $h_{k}: R^{n} \rightarrow R$ in the case of $v^{k} \notin D$ at step $k$, of the algorithm OAM for problem ( $P$ ). At first, we consider an affine function

$$
\begin{equation*}
h_{k}(x):=\left\langle a^{k}, x-y^{k}\right\rangle \tag{10}
\end{equation*}
$$

where $\left.y^{k} \in\right] v^{k}, \hat{x}\left[\operatorname{Obd} D\right.$ for a given $\hat{x} \in \operatorname{int} D$ and $a^{k} \in \partial g\left(y^{k}\right)$ is an extreme direction of $N_{D}\left(y^{k}\right)$.

REMARK 4.1. Let $D \subset R^{n}$ be a compact, convex set and $D:=\left\{x \in R^{n}\right.$ : $\left.g_{i}(x) \leq 0, i=1, \ldots, m\right\}$ where $g_{i}: R^{n} \rightarrow R, i=1,2, \ldots, m$, are differentiable convex functions. Then, for all $y \in D$,

$$
\partial g(y)=\left\{x \in R^{n}: x=\sum_{i \in L(y)} \lambda_{i} \nabla g_{i}(y), \sum_{i \in L(y)} \lambda_{i}=1, \lambda_{i} \geq 0 \text { for all } i \in L(y)\right\}
$$

LEMMA 4.1. Let $D \subset R^{n}$ be a compact, convex set and $D:=\left\{x \in R^{n}: g_{i}(x) \leq\right.$ $0, i=1, \ldots, m\}$ where $g_{i}: R^{n} \rightarrow R, i=1, \ldots, m$, are differentiable convex functions and let $N_{D}(y)$ be the normal cone to $D$ at $y \in D$. If int $D=\left\{x \in R^{n}\right.$ :
$\left.g_{i}(x)<0, i=1, \ldots, m\right\} \neq \emptyset$, then for all $y \in \operatorname{bd} D$,

$$
N_{D}(y)=\left\{x \in R^{n}: x=\sum_{i \in L(y)} \lambda_{i} \nabla g_{i}(y), \lambda_{i} \geq 0 \text { for all } i \in L(y)\right\}
$$

Proof. Let $T_{D}(y)$ be the tangent cone to $D$ at $y \in D$. Since int $D=\left\{x \in R^{n}\right.$ : $\left.g_{i}(x)<0, i=1, \ldots, m\right\} \neq \emptyset$, we have for all $y \in \operatorname{bd} D$,

$$
T_{D}(y)=\left\{x \in R^{n}:\left\langle\nabla g_{i}(y), x-y\right\rangle \leq 0, i \in L(y)\right\} .
$$

Therefore, for all $y \in \operatorname{bd} D$,

$$
N_{D}(y)=T_{D}(y)^{*}=\left\{x \in R^{n}: x=\sum_{i \in L(y)} \lambda_{i} \nabla g_{i}(y), \lambda_{i} \geq 0 \text { for all } i \in L(y)\right\}
$$

Then, by the following theorem that we can get over the incomplete point III.
THEOREM 4.3. Assume that $v^{k_{0}} \notin D$ is an optimal solution of the relaxed problem $\left(Q_{k_{0}}\right)$ at step $k_{0}$ in the algorithm OAM based on the way of constructing an affine function defined by condition (10) for problem (P). Then, a constraint $h_{k_{0}}(x) \leq 0$ is essential for $S_{k}\left(k>k_{0}\right)$, i.e.,

$$
\begin{aligned}
S_{k} & =S_{1} \cap\left\{x \in R^{n}: h_{j}(x) \leq 0, j=1, \ldots, k-1\right\} \\
& \neq S_{1} \cap\left\{x \in R^{n}: h_{j}(x) \leq 0, j=1, \ldots, k-1 \text { and } j \neq k_{0}\right\} .
\end{aligned}
$$

Proof. We consider a closed half space $X:=\left\{x \in R^{n}: h_{k_{0}}(x) \leq 0\right\}$. For each $k>k_{0}$, let

$$
H_{k}^{\prime}:=\left\{x \in R^{n}: h_{j}(x) \leq 0, j=1, \ldots, k-1 \text { and } j \neq k_{0}\right\} .
$$

We shall show that for each $k>k_{0}, H_{k}^{\prime} \not \subset X$. Suppose to the contrary that $h_{k_{0}}(x) \leq$ 0 for all $x \in H_{k}^{\prime}$. For $\left.y^{k_{0}} \in\right] v^{k_{0}}, \hat{x}\left[\cap b d D\right.$ for some $\hat{x} \in \operatorname{int} D$, we have $y^{k_{0}} \in \operatorname{bd} H_{k}^{\prime}$ since $D \subset H_{k}^{\prime} \subset X$ and $y^{k_{0}} \in \operatorname{bd} D \cap \mathrm{bd} X$. Thus, there is $p \in\{1, \ldots, k-1\} \backslash\left\{k_{0}\right\}$ such that $h_{p}\left(y^{k_{0}}\right)=0$. Let $P_{k}^{\prime}$ be the set of all indices satisfying that $h_{p}\left(y^{k_{0}}\right)=0$. Since $H_{k_{0}}$ is a closed convex cone and the set $Y:=\left\{x \in R^{n}: h_{p}(x) \leq 0, p \in P_{k}^{\prime}\right\}$ is a convex cone, we have $Y \subset X$. Moreover, for all $p \in P_{k}^{\prime}$, and $x \in R^{n}$,

$$
\begin{align*}
h_{p}(x) & =\left\langle a^{p}, x-y^{p}\right\rangle=\left\langle a^{p}, x-y^{k_{0}}\right\rangle+\left\langle a^{p}, y^{k_{0}}-y^{p}\right\rangle \\
& =\left\langle a^{p}, x-y^{k_{0}}\right\rangle+h_{p}\left(y^{k_{0}}\right)=\left\langle a^{p}, x-y^{k_{0}}\right\rangle \tag{11}
\end{align*}
$$

and so $Y=\left\{x \in R^{n}:\left\langle a^{p}, x-y^{k_{0}}\right\rangle \leq 0, p \in P_{k}^{\prime}\right\}$ and by condition (10), $X=\{x \in$ $\left.R^{n}:\left\langle a^{k_{0}}, x-y^{k_{0}}\right\rangle \leq 0\right\}$. We note that $X$ and $Y$ are convex polyhedral cones, and then

$$
\begin{aligned}
& \left(X-y^{k_{0}}\right)^{*}=\left\{z \in R^{n}: z=\lambda a^{k_{0}}, \lambda \geq 0\right\} \\
& \left(Y-y^{k_{0}}\right)^{*}=\left\{z \in R^{n}: z=\sum_{p \in P_{k}^{\prime}} \lambda_{p} a^{p}, \lambda_{p} \geq 0, p \in P_{k}^{\prime}\right\}
\end{aligned}
$$

Since $Y-y^{k_{0}} \subset X-y^{k_{0}}$, we have $\left(Y-\left\{y^{k_{0}}\right\}\right)^{*} \supset\left(X-\left\{y^{k_{0}}\right\}\right)^{*}$. Consequently, we get that there are $\lambda_{p} \geq 0, p \in P_{k}^{\prime}$, satisfying that

$$
\begin{equation*}
\sum_{p \in P_{k}^{\prime}} \lambda_{p} a^{p}=a^{k_{0}} \tag{12}
\end{equation*}
$$

Since $a^{p} \in \partial g\left(y^{p}\right)$ for all $p \in P_{k}^{\prime}$ and $y^{p} \in \operatorname{bd} D$,

$$
\begin{equation*}
g(x) \geq\left\langle a^{p}, x-y^{p}\right\rangle+g\left(y^{p}\right)=\left\langle a^{p}, x-y^{p}\right\rangle, \quad \text { for all } x \in R^{n} . \tag{13}
\end{equation*}
$$

From conditions (11) and (13), it follows that for all $x \in R^{n}, g(x) \geq\left\langle a^{p}, x-y^{k_{0}}\right\rangle$, $p \in P_{k}^{\prime}$. Consequently, we get that

$$
\begin{equation*}
a^{p} \in \partial g\left(y^{k_{0}}\right) \subset U\left(y^{k_{0}}\right), \quad \text { for all } p \in P_{k}^{\prime} \tag{14}
\end{equation*}
$$

The optimality of $v^{k_{0}}$ for the relaxed problem $\left(Q_{k_{0}}\right)$ implies that $y^{k_{0}} \notin \operatorname{bd} S_{j}$ for all $j \leq k_{0}$, i.e., $P_{k}^{\prime} \cap\left\{1, \ldots, k_{0}-1\right\}=\emptyset$. Since $h_{k_{0}}(\hat{x})<0$ and $h_{k_{0}}\left(v^{p}\right) \leq 0$ for all $p \in P_{k}^{\prime}$, we have

$$
\begin{equation*}
h_{k_{0}}\left(y^{p}\right)=\left\langle a^{k_{0}}, y^{p}-y^{k_{0}}\right\rangle=\left(1-\mu_{p}\right)\left\langle a^{k_{0}}, v^{p}-y^{k_{0}}\right\rangle+\mu_{p}\left\langle a^{k_{0}}, \hat{x}-y^{k_{0}}\right\rangle<0 \tag{15}
\end{equation*}
$$

where $\left.\mu_{p} \in\right] 0,1\left[, p \in P_{k}^{\prime}\right.$, satisfying $y^{p}=\left(1-\mu_{p}\right) v^{p}+\mu_{p} \hat{x}$. Moreover, $h_{p}\left(y^{k_{0}}\right)=$ $\left\langle a^{p}, y^{k_{0}}-y^{p}\right\rangle=0$ for all $p \in P_{k}^{\prime}$. Consequently, we get that

$$
\begin{equation*}
a^{k_{0}} \neq \lambda_{p} a^{p}, \quad \text { for all } p \in P_{k}^{\prime}, \quad \lambda_{p} \geq 0 \tag{16}
\end{equation*}
$$

By conditions (12), (14) and (16), there are $x^{1}, x^{2} \in U\left(y^{k_{0}}\right), \alpha_{1}, \alpha_{2}>0$ such that $x^{1} \neq a^{k_{0}}, x^{2} \neq a^{k_{0}}$ and $a^{k_{0}}=\alpha_{1} x^{1}+\alpha_{2} x^{2}$. By condition (10), $a^{k_{0}}$ is an extreme direction of $N_{D}\left(y^{k_{0}}\right)$. This is a contradiction, and hence there is $z \in H_{k}^{\prime}$ such that $h_{k_{0}}(z)>0$, i.e., $H_{k}^{\prime} \not \subset X$. Since $y^{k_{0}} \notin$ bd $S_{1}$, we get that $S_{k} \neq S_{1} \cap H_{k}^{\prime}$. This completes the proof.

From the result of Theorem 4.3, we can get over the incomplete point III by improving the algorithm by using condition (10). However, in order to implement the algorithm OAM, the following question must be examined:
(A) How do we find an extreme direction of $N_{D}\left(y^{k}\right)$ in each step?

We consider the case that $v^{k} \notin D$ at step $k$ in the algorithm OAM. If $\left|L\left(y^{k}\right)\right| \leq$ 2 , then for any $i \in L\left(y^{k}\right), \nabla g_{i}\left(y^{k}\right)$ is an extreme direction of $N_{D}\left(y^{k}\right)$. Otherwise, by denoting that $L\left(y^{k}\right)=\left\{i_{1}, \ldots, i_{l_{k}}\right\}\left(l_{k} \geq 3\right)$, we consider the following problem:

$$
\left(E_{k}\right)\left\{\begin{array}{l}
\text { Minimize } \quad\left\langle v^{k}-y^{k}, c^{j}\right\rangle \\
\text { subject to } \quad c^{j}=\frac{1}{\left\|\nabla g_{i j}\left(y^{k}\right)\right\|} \nabla g_{i_{j}}\left(y^{k}\right), \quad j=1, \ldots, l_{k} .
\end{array}\right.
$$

Note that at each step $k$ in the algorithm, $l_{k} \leq m$ (we note that $m$ is the number of the differentiable convex functions which define the feasible set $D$ of problem $(P)$ ). Thus, at each step $k$ in the algorithm, the number of the feasible solutions of problem $\left(E_{k}\right)$ is finite.

THEOREM 4.4. If $\bar{c}$ is an optimal solution of $\left(E_{k}\right)$, then $\bar{c}$ is an extreme direction of $N_{D}\left(y^{k}\right)$.

Proof. We shall show that $\bar{c} \neq \lambda_{1} c^{j_{1}}+\lambda_{2} c^{j_{2}}$ for any $c^{j_{1}}, c^{j_{2}} \in\left\{c^{j}: j=\right.$ $\left.1, \ldots, l_{k}\right\}$ and $\lambda_{1}, \lambda_{2}>0$. Indeed, suppose to the contrary that there exist $j_{1}, j_{2} \in$ $\left\{1, \ldots, l_{k}\right\}, \lambda_{1}, \lambda_{2}>0$ such that $\bar{c}=\lambda_{1} c^{j_{1}}+\lambda_{2} c^{j_{2}}, \bar{c} \neq c^{j_{1}}, \bar{c} \neq c^{j_{2}}, c^{j_{1}} \neq c^{j_{2}}$. Since $\left\langle c^{j_{1}}, c^{j_{2}}\right\rangle<1$,

$$
\begin{aligned}
1=\langle\bar{c}, \bar{c}\rangle & =\left\langle\lambda_{1} c^{j_{1}}+\lambda_{2} c^{j_{2}}, \lambda_{1} c^{j_{1}}+\lambda_{2} c^{j_{2}}\right\rangle \\
& =\lambda_{1}^{2}\left\langle c^{j_{1}}, c^{j_{1}}\right\rangle+\lambda_{2}^{2}\left\langle c^{j_{2}}, c^{j_{2}}\right\rangle+2 \lambda_{1} \lambda_{2}\left\langle c^{j_{1}}, c^{j_{2}}\right\rangle \\
& <\lambda_{1}{ }^{2}+\lambda_{2}^{2}+2 \lambda_{1} \lambda_{2} \\
& =\left(\lambda_{1}+\lambda_{2}\right)^{2}
\end{aligned}
$$

Hence, we have

$$
\begin{aligned}
\left\langle v^{k}-y^{k}, \bar{c}\right\rangle & =\lambda_{1}\left\langle v^{k}-y^{k}, c^{j_{1}}\right\rangle+\lambda_{2}\left\langle v^{k}-y^{k}, c^{j_{2}}\right\rangle \\
& \geq\left(\lambda_{1}+\lambda_{2}\right) \min \left\{\left\langle v^{k}-y^{k}, c^{j_{1}}\right\rangle,\left\langle v^{k}-y^{k}, c^{j_{2}}\right\rangle\right\} \\
& >\min \left\{\left\langle v^{k}-y^{k}, c^{j_{1}}\right\rangle,\left\langle v^{k}-y^{k}, c^{j_{2}}\right\rangle\right\}
\end{aligned}
$$

This is a contradiction to the optimality of $\bar{c}$ for problem $\left(E_{k}\right)$. This completes the proof.

From the result of Theorem 4.4, it follows that $\bar{c}$ is an extreme direction of $N_{D}\left(y^{k}\right)$ provided that $\bar{c}$ solves problem $\left(E_{k}\right)$. In order to get over the incomplete point III and settle question (A), in the case of the algorithm OAM for problem ( $P$ ), we construct an affine function $h_{k}: R^{n} \rightarrow R$ by

$$
\begin{equation*}
h_{k}(x):=\left\langle\bar{c}, x-y^{k}\right\rangle \tag{17}
\end{equation*}
$$

where $\left.y^{k} \in\right] v^{k}, \hat{x}[\cap \mathrm{bd} D$ for some $\hat{x} \in \operatorname{int} D$ and $\bar{c}$ is a minimizing point of $\left\langle v^{k}-y^{k}, c\right\rangle$ over $\left\{c \in R^{n}: c=\nabla g_{i}\left(y^{k}\right) /\left\|\nabla g_{i}\left(y^{k}\right)\right\|, i \in L\left(y^{k}\right)\right\}$. Clearly, $h_{k}: R^{n} \rightarrow R$ satisfies that $h_{k}\left(v^{k}\right)>0$ and that $h_{k}(x) \leq 0$ for any $x \in D$. Hence, the affine function $h_{k}(x)$ defined by condition (17) satisfies conditions (1) and (2). Consequently, we can implement the proposed algorithm OAM by using such function $h_{k}(x)$.

## 5. Conclusions

In this paper, we have presented two kinds of algorithms of an outer approximation method for a quasi-concave programming problem. One of them generates an infinite sequence which is contained in the feasible set of the problem and
whose accumulation points are optimal solutions for the problem, or it generates a finite sequence which is contained in the feasible set and whose terminal point is an optimal solution for the problem. Implementing the algorithm we can get an approximation value with its error for the optimal value less than a given positive constant (tolerance), and the approximate solution is always contained in the feasible set.

At each step, the other algorithm generates an essential inequality which is needed to produce a feasible set of each relaxed problems for the original problem whose feasible set is defined by a finite number differentiable convex functions. Therefore, the algorithm does not have any redundant iterations. Consequently, the algorithm does not need to have an additional procedure of identifying redundant constraints.

Finally, by combining such two algorithms with (NSC) and by constructing an affine function defined by condition (17) in each step at the same time, we can propose one algorithm getting over the incomplete points I, II and III for the algorithm OAM for problem $(P)$ simultaneously.
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